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Abstract - Accurate collection and analysis of traffic data are 
essential for effective transportation planning and management. 
The Traffic Monitoring Decision Support Tool (TMDEST) is an 
innovative web-based expert system designed to enhance the 
capabilities of transportation professionals in traffic data 
collection, analysis, and reporting. TMDEST integrates federal 
guidelines, established research methods, and state-specific 
information into a comprehensive knowledge base. The system 
comprises multiple core modules, including the MADT/AADT 
Methods Module, the TPG Methods Module, and the 
Adjustment Factors Module. Each module addresses distinct 
aspects of traffic monitoring, providing intuitive interfaces for 
user data input and generating tailored recommendations. The 
MADT/AADT Methods Module improves the estimation of 
Monthly Average Daily Traffic (MADT) and Annual Average 
Daily Traffic (AADT) through three methods: Simple Average, 
AASHTO, and HPSJB, each evaluated based on complexity and 
data completeness. The TPG Methods Module uses clustering 
techniques to form Traffic Pattern Groups (TPGs), enhancing 
the accuracy of short-duration count data. The Adjustment 
Factors Module helps determine the necessary adjustment 
factors for precise AADT and MADT estimations. TMDEST’s 
validation, verification, and evaluation processes ensure 
reliability by checking for completeness, consistency, and 
correctness. Its web-based design facilitates easy access and 
updates, making it an invaluable tool for transportation 
agencies. Future enhancements include an online feedback 
system to continuously improve TMDEST’s functionality and 
user experience. 
Keywords: Traffic Monitoring, Knowledge-Based Systems, 
Traffic Data Collection, Traffic Pattern Groups, Decision 
Support Tool 

I. INTRODUCTION

Traffic monitoring is a critical process that involves 
collecting and analyzing data on roadway usage and 
performance, including metrics such as traffic volume, 
vehicle classification, truck weights, speed, and average 
travel time. This data is fundamental for making informed 
transportation decisions, enhancing roadway mobility, and 
ensuring effective planning and operational activities [1], [2]. 

The goal of traffic monitoring programs is to achieve 
comprehensive and continuous data collection on all roadway 
segments year-round. However, technological and financial 

constraints make this impractical. Therefore, it is essential to 
gather statistically significant and accurate data that is 
representative of the study area by grouping roadways with 
similar traffic patterns (Traffic Pattern Groups - TPGs) and 
using continuous count stations, such as Automated Traffic 
Recorders (ATRs) and traffic cameras, to generate correction 
factors. This approach enables the extrapolation of short-
duration counts to annual averages, balancing continuous and 
short-duration count programs for reliable and cost-effective 
traffic data collection [3], [4]. 

Accurate estimation of Annual Average Daily Traffic 
(AADT) and its variations, such as Annual Average Daily 
Truck Traffic (AADTT), Annual Average Weekday Traffic 
(AAWT), and Monthly Average Daily Traffic (MADT), is 
vital for numerous planning and operational decisions. The 
proper establishment of TPGs is crucial for accurate AADT 
estimation, employing methods like cluster analysis, 
regression, and artificial neural networks (ANN). The sample 
size and location of continuous count stations, along with the 
selection of appropriate methods to form TPGs and derive 
correction factors, require careful consideration [5]. 

A. AADT Estimation and Traffic Pattern Groups in Traffic
Monitoring Programs

Transportation agencies utilize two primary data collection 
programs: continuous and short-duration. Continuous data 
programs involve sensors placed in or near the pavement for 
ongoing monitoring of traffic measures like volume, vehicle 
classification, and speed. Traditionally, ATRs which have 
been used require traffic disruption to install and maintain 
and are not cost-effective. Recent advancements, such as 
microwave radar sensors and image processing from 
cameras, have mitigated these issues [1], [6].  

Short-duration data programs provide spatial coverage by 
collecting data over 3-7 days on segments with significant 
traffic characteristic changes. These counts, performed 
periodically, help update AADT and its variations (MADT, 
AADTT). Adjustment factors derived from continuous data 
normalize short-duration counts to estimate AADTs, 
considering the temporal variations [5], [7]. 
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Establishing Traffic Pattern Groups (TPGs) is crucial for 
grouping roadways with similar traffic patterns, facilitating 
accurate AADT estimation. Methods like cluster analysis, 
regression, and artificial neural networks (ANN) have been 
used to refine TPG formation, addressing sampling errors and 
improving reliability [3], [4], [8].  

The primary errors in AADT estimation include sampling 
errors, errors in TPG establishment, and incorrect road 
assignments [7]. FHWA [5] and previous studies identified 
challenges such as evolving traffic trends affecting group 
consistency and the need for clear group definitions [3]. 
Various clustering methods have been evaluated, including 
least squares, agglomerative hierarchical clustering, and k-
means [3], [9], [10], [11]. 

Bassan [2] developed a statistical approach for TPG 
determination using volume, seasonal variation, and land use 
characteristics, applicable to other states. Subsequently, a 
project with DelDOT improved TPG development using 
hierarchical cluster analysis [12]. The complexity of these 
methods led to the development of a Knowledge-Based 
Expert System (KBES), called TMDEST, to facilitate TPG 
evaluation without requiring advanced statistical methods. 

B. Knowledge-Based Expert Systems

Expert systems (ES) are computer systems that mimic the 
cognitive skills of human experts to assist users in complex 
decision-making processes [13]. Knowledge-based expert 

systems (KBES) can make inferences and provide 
explanations, distinguishing them from conventional 
programs. They dynamically ask relevant questions and 
derive precise conclusions, performing “reasoning over 
representation on human knowledge”  [13]. 

ES offer advantages over human experts, such as availability, 
speed, consistency, and the ability to operate in hazardous 
environments. However, they also have limitations, including 
the difficulty of knowledge acquisition, development time 
and cost, and user trust issues [13], [14]. 

KBES can range from simple selection-aid tools to complex 
systems requiring professional development. They are widely 
used in fields like medical diagnostics and customer service. 
Early applications date back to the 1960s, gaining traction in 
the 1980s and expanding with the Internet’s proliferation in 
the 1990s [15], [16]. In transportation, ES applications have 
been developed for planning, safety, work zone management, 
pavement management, fuel efficiency, and policy [4], [17], 
[18], [19], [20], [21], [22], [23], [24]. 

A KBES consists of three main components: the knowledge 
base, inference engine, and user interface (Figure 1). The 
knowledge base contains all relevant knowledge, the 
inference engine applies rules to reach conclusions, and the 
user interface interacts with users. Verification, Validation, 
and Evaluation (VVE) are critical tasks in KBES 
development to ensure the system’s accuracy and usefulness 
[25], [26].  

Fig. 1 Typical architecture of an expert system 

On the other hand, web-based expert systems have become 
more prevalent, enhancing accessibility and development 
efficiency. These systems allow non-AI experts to develop 
simple expert systems, facilitating data processing and 
decision-making [27], [28].  

This study presents an expert system-based decision support 
tool (TMDEST) aimed at enhancing traffic monitoring 
programs. The primary objectives of TMDEST are: 

1. To evaluate various methods for AADT/MADT
estimation and TPG establishment based on criteria such
as data availability, extent of missing data, temporal
variations, and seasonality.

2. To assist in forming TPGs using an approximate
approach.

3. To guide the selection and application of appropriate
adjustment factors.

TMDEST is primarily designed for transportation agencies 
responsible for traffic data collection, analysis, and reporting, 
but it can also be utilized by researchers and professionals 
interested in traffic data and TPGs. 

II. METHODOLOGY

This study presents the development and evaluation of the 
TMDEST, a web-based expert system designed to enhance 
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the decision-making capabilities of transportation 
professionals. The methods section outlines the systematic 
approach used in the design, implementation, and validation 
of TMDEST. 

A. System Design and Architecture

TMDEST was conceptualized as a web-based expert system 
to ensure accessibility and ease of use. The system comprises 
two main components: an informative tool and an interactive 
tool. The informative tool provides user-requested 
information through a rule-based system where users select 
on-screen options to receive recommendations. The 
interactive tool allows users to input data and make analytical 
conclusions, enhancing the system’s functionality. 

The system architecture is built around three core modules: 
MADT/AADT Methods Module, TPG Methods Module, and 
Adjustment Factors Module. Each module is designed to 
address specific aspects of traffic monitoring and data 
analysis. The modules are integrated into a single platform to 
provide comprehensive support for transportation agencies. 

B. Module Development

1. MADT/AADT Methods Module: This module focuses on
improving the estimation of Monthly Average Daily Traffic
(MADT) and Annual Average Daily Traffic (AADT). Three
methods were included: The Simple Average method, the
AASHTO method, and the HPSJB method [29], [30], [31],
[32]. Each method was evaluated based on processing
complexity and data completeness. Scores were assigned to
each method based on user inputs, and the final
recommendation was generated using a logic block.

2. TPG Methods Module: The Traffic Pattern Group (TPG)
Methods Module helps create statistically sound groups for
deriving adjustment factors and summary statistics for short-
duration counts. Four methods were included: the traditional
approach, cluster analysis, cluster analysis with functional
classification, and volume-based grouping. Each method was
evaluated based on seasonal variation, volume trends, and
geographic coverage. The logic blocks in this module used
backward chaining to minimize node complexity and ensure
efficient processing.

3. Adjustment Factors Module: This module assists in
determining the necessary adjustment factors for accurate
MADT and AADT estimations. Users input data regarding
the duration, format, and timing of short-duration counts. The 
inference engine then selects appropriate adjustment factors
and provides explanations to the user. The module does not
calculate adjustment factors directly but enhances the
accuracy of existing estimations by guiding users through the
selection process.

C. Data Collection and User Input

TMDEST requires user input to function effectively. Data 
inputs include the number of TPGs, continuous count stations 

(CCS), and coefficient of variation (CV) values for selected 
TPGs. Users also choose desired confidence levels and 
precision intervals. The system guides users through the data 
input process with on-screen instructions, simple 
explanations, examples, and external links as needed. 

D. Validation, Verification, and Evaluation

The validation, verification, and evaluation (VVE) process is 
crucial to ensure the reliability and usefulness of TMDEST. 
The VVE process was conducted in several stages: 

1. Purpose and Requirements Evaluation: The system’s
purpose and requirements were assessed to ensure each
module collected the necessary data and produced
satisfactory results.

2. Completeness Check: All rules in a logical path were
checked to ensure they produced conclusions.

3. Consistency Check: Each module was checked for
mutually inconsistent conclusions within the rules.

4. Correctness Evaluation: Each module was evaluated to
ensure it met its initial goals and specifications.

5. Knowledge Base Validation: The knowledge base was
validated using published documents and expert knowledge.
A True/False test was used to ensure the consistency and
accuracy of the knowledge base.

E. Implementation

TMDEST was implemented using a web-based platform to 
maximize accessibility. The system was developed in 
collaboration with transportation professionals to ensure it 
met the practical needs of its users. The modular design 
allows for easy updates and refinements based on user 
feedback. 

III. DEVELOPMENT OF TRAFFIC MONITORING
DECISION SUPPORT TOOL (TMDEST)

The Traffic Monitoring Decision Support Tool (TMDEST) 
was developed to address the growing needs of transportation 
professionals tasked with managing and analyzing traffic 
data. Recognizing the challenges associated with current 
traffic monitoring methods, TMDEST aims to provide a more 
streamlined and user-friendly approach. This tool integrates 
both rule-based and data-driven methodologies to enhance 
the accuracy and efficiency of traffic data analysis. TMDEST 
features two primary sections: an informative tool that 
delivers pre-processed information based on user queries and 
an interactive tool that facilitates dynamic data entry and 
analysis. The informative tool is designed to simplify the 
decision-making process by offering straightforward 
recommendations, while the interactive tool supports 
complex analytical tasks, allowing users to input various data 
points and receive tailored outputs.  
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A. MADT/AADT Methods Module

Estimation of MADT and AADT measures are two of the 
critical tasks in the traffic monitoring program. The aim of 
the module is to improve the decision of evaluating and 
selecting the proper MADT/AADT estimation methods. 
Among many approaches developed and used over the years, 
three methods are included based on the complexity of the 
calculations, and the amount and spread of the missing data 
from continuous count stations. 

Among these three methods, the Simple Average method is 
chosen for its simplicity, while the AASHTO method is 
widely used by highway agencies due to its incorporation of 
temporal variations. Research has shown that the AASHTO 
method performs comparably to other methods that consider 
temporal variations [30], [31], [32]. The HPSJB method, a 
recent development, improves estimation accuracy by 
accounting for hourly missing data [29]. Each method is 
given a score between 0 and 300 (either 0, 100, 200 or 300) 
based on selected criteria such as complexity level of the 

processing, the presence of missing data, and the amount of 
missing data. These criteria will be prompted to the user to 
assign a score to each method based on how well they meet 
the criteria (well, moderate, poor).  Table I presents the scores 
assigned to each method based on the user’s responses.  

The Simple Average and HPSJB methods represent the least 
and most complex methods, respectively, while the 
AASHTO method incorporates temporal variation but 
excludes hourly missing data. Agencies can replace the 
AASHTO method with other methods using day-of-week and 
monthly adjustment factors to see how well they fit in the 
recommended methods list. Key variables in this module 
include Have_missing, Amount_missing, Dist_of_missing, 
Missing_hourly, Temporal_variation, Simple_Average, 
AASHTO, and HPSJB. The Note variable displays specific 
information based on user selections. For example, if the data 
distribution is not random, a note will explain potential 
causes like heavy volume or poor maintenance, and suggest 
monitoring to improve data accuracy and reliability. 

TABLE I SCORE TABLE FOR MADT/AADT ESTIMATION METHODS 
Evaluation Criteria Simple Average AASHTO HPSJB 
Level of Processing 300 200 100 

Have Missing Data 
Yes *Included in the following criteria

No 300 300 300 

Amount of Missing Data 
(days/month) 

≤  3 days 200 300 300 
≤  7 days 100 300 300 

≤ 15 days 0 300 300 
≥ 15 days 0 300 300 

Hourly Missing Data 
Yes 0 0 300 

No 300 300 300 

Temporal Variation 
Yes 0 300 300 
No 300 0 0 

The module’s rules are constructed in a single logic block, 
focusing on evaluating the presence, distribution, and amount 
of missing data and assigning scores to the three methods. 
The command block begins with a welcome page that 
explains the module’s purpose, evaluation procedure, and 
possible MADT/AADT estimation methods. This page is 
shown at the start of the module, before prompting the user 
with questions. The command block uses forward chaining to 
derive confidence and collection variables, then presents 
necessary information, including the user’s answers, a sorted 
list of estimation methods, and relevant notes. Figures 2 
illustrates the logic block of the TMDEST. 

B. TPG Methods Module

The Traffic Pattern Group (TPG) Methods Module helps 
create statistically sound groups for deriving adjustment 
factors and summary statistics for short-duration counts. This 
module includes four methods: the traditional approach, 
cluster analysis, cluster analysis with functional 

classification, and volume-based grouping. These methods 
are evaluated based on seasonal variation, volume trends, and 
geographic coverage, and assigned scores (0 to 300) based on 
user responses (Table II). The scores are then totaled to 
provide a final recommendation. 

The module’s main objective is to quickly evaluate different 
TPG methods, allowing users to establish TPGs, which 
require extensive data and statistical procedures. Logic 
blocks set rules for these variables, and a backward chaining 
method reduces node complexity. The “Seasonal Variation” 
logic block asks about the inclusion and extent of seasonal 
variation, while the “Functional Classification” logic block 
evaluates the use of roadway functional classification in TPG 
establishment. The command block, similar to the 
MADT/AADT Estimation Module, begins with a welcome 
page explaining the module’s purpose and TPG methods. 
After deriving collection and confidence variables, it displays 
recommended TPG methods and informative notes 
explaining the decisions. 
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TABLE II SCORE TABLE FOR TPG ANALYSIS METHODS 

Evaluation Criteria Trad. Appr. Cluster Anlys. Cluster with Roadway 
Funct. Class. 

Volume 
Groups 

Level of Processing 300 100 100 200 

Seasonal Variation 
Yes 0 300 300 0 
No 300 200 200 300 

Seasonal Variation in 
Same Urban/Rural 
Typology 

Yes 0 300 300 0 

No 0 0 0 0 

Functional Classification 
Yes 300 100 300 100 

No 0 0 0 0 

C. Approximate TPG Groups Module

This module allows users to establish traffic pattern groups 
using an approximate clustering method, ideal for quickly 
evaluating current groups with recent data. It begins with 
questions on seasonal variation and urban/rural typology for 
each roadway functional class to determine the necessary 
number of groups. The module follows FHWA’s roadway 

functional classification categories [5] and HPMS data 
reporting categories, including: 
1. Interstates, Freeways & Expressways
2. Other Principal Arterials
3. Minor Arterials
4. Collectors
5. Local Roads

Fig. 2 Logic block of MADT/AADT estimation module

Fig. 3 Typical Urban MADTs 
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Seasonal variation and functional classification help identify 
groups. Users are asked about seasonality for each class, 
representing a simplified version of the cluster analysis with 
functional classification method. Based on responses, the 
module assesses whether multiple groups are needed for each 
class and evaluates opportunities to merge groups across 

different functional classifications if similar seasonality is 
present. A graphical representation of seasonality trends, 
showing MADT trends as a percentage difference from 
AADT for various road types, is provided to users to enhance 
the understanding (Figure 3 and Figure 4). 

Fig. 4 Typical Rural MADTs 

This module uses 19 logic blocks to determine the presence 
and extent of seasonality in functional classes. Rules are fired 
only when necessary, minimizing irrelevant questions (i.e., if 
the user did not indicate seasonality in a specific functional 
class, there is no need to ask about the extent of the 
seasonality). The inference engine checks for similar 
seasonality across classes using Boolean expressions to 
identify potential group mergers. However, certain classes, 
like seasonal interstates, are not grouped with others, like 
seasonal minor collectors. The command block guides users 
through the module, explaining the approximate method and 
presenting the recommended TPGs with additional notes if 
needed. At the end, the command block presents the list of 
TPGs that are recommended with additional notes if 
necessary, specifically emphasizing the purpose of the 
module and approximation of the recommended groups.  

D. Adjustment Factors Module

The Adjustment Factors Module improves the estimation of 
MADT and AADT values from short-duration data. It helps 
quickly check if current volume data produce reasonable 
AADT estimates and determines necessary adjustment 
factors for accurate AADTs. Improper adjustment factors can 
lead to overestimation or underestimation of summary 
statistics. Users are asked specific questions about when, how 
long, and in what format the short-duration data was 
collected. The inference engine selects and presents the 
appropriate adjustment factors with explanations. The 
module evaluates various aspects like vehicle or axle type, 
data collection duration, year, month, and specific days. For 

example, users might be prompted to use axle correction 
factors, monthly adjustment factors for February, and growth 
factors for specific years, along with explanatory notes.  

The module does not calculate adjustment factors, as this 
requires extensive data and calculations using continuous 
count stations, which most agencies already handle. Instead, 
it aims to enhance the accuracy of these estimations.  

The command and logic blocks are structured similarly to 
previous modules. Questions are presented in a logical order 
with necessary explanations to derive list, collection, and 
confidence variables. The inference engine then summarizes 
user selections and recommended adjustment factors for 
AADT estimation based on the user’s inputs. 

E. Sample Size Estimation Module

The Sample Size Estimation Module differs from previous 
modules by requiring user data input, such as the number of 
TPGs, continuous count stations (CCS), and coefficient of 
variation (CV) values for selected TPGs. Users also choose 
desired confidence levels (90%, 95%, or 99%) and precision 
intervals through multiple-choice selections. 

Users are guided with on-screen instructions to input data. 
Simple explanations, examples, and external links are 
provided if needed. The number of TPGs is restricted to 
integers between 2 and 20, and the number of CCS to integers 
between 1 and 100, to manage processing time. 
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For CV determination, users select whether they have true 
CV values, prefer to derive values using Excel, or use an 
approximate graphical method. If CV values are unknown, 
an approximate method is provided using MADT graphs to 
assess seasonality. Users answer simple questions, such as 
“Does traffic volume nearly double in summer months?” to 
assign approximate CV values.  

The numeric variables, confidence levels, and precision 
intervals are used to calculate t-statistics and precision levels. 
The module calculates the required minimum sample size 
based on current CCS, CV values, and selected confidence 
levels and precision intervals. 

F. Validation, Verification and Evaluation (VVE)

Validation, verification, and evaluation (VVE) are crucial to 
ensure the reliability and usefulness of an expert system. 
Miskell et al., (1989) describe these tasks as: 

1. Verification: Ensuring the system is built correctly.
2. Validation: Ensuring the right system is built.
3. Evaluation: Assessing the system’s usefulness.

The size and complexity of an expert system determine the 
VVE methods used. Wentworth et al. [26] recommend 
methods suitable for transportation studies. TMDEST uses 
the basic proof method, which partitions the system into 
smaller sections for individual assessment, making it easier 
to identify and address issues. 

Using an expert system development tool improves 
verification and validation, particularly for end-user 

developers, by highlighting errors in Boolean expressions or 
inconsistent rules. For example, Corvid Core® offers a 
‘trace’ option to follow the inference engine’s processing 
steps. 

TMDEST is evaluated for completeness, consistency, and 
correctness, ensuring it meets system specifications and 
produces reliable results. Completeness ensures output for all 
possible inputs, consistency checks that results are reliable, 
and correctness confirms the design meets specified criteria. 
Validation of the knowledge base ensures high-quality 
information. 

The VVE process starts by evaluating the system’s purpose 
and requirements, ensuring each module collects the 
necessary data and produces satisfactory results (Table III). 
Completeness is checked by ensuring all rules in a logic path 
have conclusions. Consistency is verified by checking for 
mutually inconsistent conclusions within the rules. 

Each TMDEST module, especially the TPG methods and 
sample size estimation modules, is checked for consistency 
due to the complexity and number of rules. Correctness is 
confirmed by evaluating if each module meets its initial 
goals, even if not all methods are covered due to complexity 
or data requirements. 

The final step is evaluating the knowledge base. It involves 
using published standard documents and expert knowledge to 
ensure the information is complete and correct. The 
True/False test is used to validate the knowledge, presenting 
randomly selected rules to experts to ensure consistency 

TABLE III PURPOSE AND SYSTEM REQUIREMENTS OF EACH MODULE IN TMDEST 
TMDEST Module Purpose of the Module System Requirements 

MADT/AADT Methods 
Module 

Evaluate different MADT and AADT estimation 
methods based on presence and extent of the 
missing data 

1. AADT Estimation Methods
2. MADT estimation Methods
3. Weighting criteria
4. Presence and extend of missing data

TPG Methods Module 
Evaluate four TPG analysis methods based on 
seasonal variation, volume trends and geographic 
coverage 

1. TPG Methods
2. Volume Trends

TPG Groups Module 

Establish the TPGs with an approximate cluster 
analysis and functional classification method by 
asking the seasonal variation and urban/rural 
typology questions to the user for each roadway 
functional class. 

1. Volume Trends
2. Roadway Functional Classification
3. Seasonal Variation

Adjustment Factor Module 

Improve the decision on which adjustment factors 
are necessary to be used to expand the collected 
short-duration counts for the estimation of 
AADTs. 

1. Day/month/year of short-duration
data

2. Axle or Vehicle based volume data

Sample Size Estimation 
Module 

Evaluate the number of continuous count stations 
(CCS) in each TPG for statistical significance and 
suggest the required additional number of stations 
if necessary. 

1. TPG numbers
2. Sample size in each TPG
3. t-statistics
4. Sample size estimation formula

IV. CONCLUSION

The expert system-based decision support tool, TMDEST, 
enhances the decision-making capabilities of transportation 

professionals involved in traffic monitoring. To our 
knowledge, no similar tool exists in the literature, particularly 
for forming traffic pattern groups (TPGs). TMDEST is 
designed to complement, not replace, current methods and 
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tools for AADT estimations and TPG formations, potentially 
inspiring changes based on its recommendations. TMDEST’s 
main contribution is integrating various levels of information 
federal guidelines, research methods, mathematical 
procedures, and state-level facts - into a synthesized 
knowledge base. It focuses on TPG analysis to improve the 
accuracy and reliability of data collection and processing, 
addressing transportation agencies’ needs. While agencies 
often adhere to existing methods due to staff training, costs, 
and familiarity, TMDEST introduces users to new 
approaches for better MADT/AADT estimations and TPG 
formations. A significant advantage of TMDEST is its web-
based operation, requiring no additional software. Users 
simply answer questions and input data to reach conclusions. 
The modular design allows users to perform specific tasks 
and enables easy updates by experts. This flexibility 
facilitates close collaboration with users to refine the tool. 
The tool’s accuracy and reliability depend on the quality of 
user-provided data. While users are typically knowledgeable 
about traffic monitoring, TMDEST includes detailed 
explanations of estimation approaches and method selection 
criteria. A limitation of TMDEST is its inability to handle 
large datasets directly. It relies on user-provided data or 
approximate values for MADT/AADT estimations and 
coefficient of variation calculations. However, TMDEST can 
be adapted to integrate an agency’s database for direct data 
extraction if desired. Future improvements include 
integrating an online feedback system to address limitations 
and gather region-specific factors influencing TPG 
formation. This feedback will help make TMDEST more 
comprehensive and user-friendly. 
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